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Introduction

The purpose of this project was to use an infinite relational model (Kemp, Tenenbaum, Grif-
fiths, Yamada, & Ueda, 2006) on the distributions of words in parents’ speech to see whether
it could infer part-of-speech categories, and in particular whether it would find a category of
determiners. This is relevant to an interesting debate in the language acquisition literature
about whether children initially represent determiners as an abstract syntactic category (as
adults presumably do) and whether such a category representation must be innate or is
learnable from the input (e.g., Valian, 1986; Pine & Martindale, 1996). If the model were
able to categorize determiners as a distinct part of speech just from simple distributional
data, this would be evidence that even if children do have a determiner category, it is not
necessarily innate.

Model

The model used was a simple version of the infinite relational model (IRM). This model
takes a group of items and the values of a two-place relation on each pair of the items, and
places them in categories based on the relation. In this case, the items were words, and the
value of the relation R(i, j) between words i and j was the number of times that word i
directly preceded word j in the corpus data.

The posterior probability of any grouping is given by Bayes’ Rule:

P (z|R) ∝ P (R|z)P (z), (1)

where the prior probability P (z) of any grouping z is distributed according to a Chinese
Restaurant Process (CRP) with a preset parameter γ (results are reported for γ=0.1, but
were similar for other values). The probability of the relation occurring between any instance
of a pair (i, j) of items is given by the parameter η(a, b), where a is the category that i is in
and b is the category that j is in. The prior on each entry of η follows a Beta distribution
with both parameters preset to a value β (which in this case was 1, a uniform distribution).
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The likelihood P (R|z) of the relational data given the grouping z is therefore given by
marginalizing over all possible values of η:

P (R|z) =

∫ 1

0

P (R|z, η)P (η)dη, (2)

where

P (R|z, η) =
n∏

i=1

n∏
j=1

η(zi, zj)
R(i,j)(1− η(zi, zj))

zero(R(i,j)) (3)

and

zero(R(i, j)) =

{
1 if R(i, j) = 0
0 otherwise

. (4)

Equation (2) then simplifies to

P (R|z) =
∏

a,b∈N

Beta(β +
∑

i∈a,j∈b

R(i, j), β +
∑

i∈a,j∈b

zero(R(i, j))

Beta(β, β)
. (5)

Samples from the posterior were drawn using Markov Chain Monte Carlo: on each iter-
ation, probabilities were calculated for the reassignment of each item to each category (or a
new category), and the next grouping was chosen with those probabilities.

Data

The data were taken from 2314 annotated transcripts of parent–child interactions from the
CHILDES corpus (MacWhinney, 2000). Using the words spoken by the children’s mothers
or fathers, counts were obtained of how many times each word directly preceded each other
word (not including across utterance boundaries). These were then restricted to only nouns,
determiners, and adjectives, that occurred at least 600 times before or after each other. This
left 43 words: 32 nouns, 5 determiners, and 6 adjectives.

Results

The categories found by the IRM did not correspond to the parts of speech. It tended to
group words together that have similar meanings (and hence occur with similar other words),
but it found a lot more than three categories. The grouping with the highest posterior
probability found by the model is shown in Figure (1).

Figure (2) shows that although words that were the same part of speech were often put
in different categories, on virtually no iterations were words grouped with other words that
were actually different parts of speech.
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Figure 1: The grouping with the highest posterior probability found by the IRM. The red
lines denote category boundaries. The color of each square represents the number of times
in the data that the word on the vertical axis preceded the word on the horizontal axis (dark
blue is low values, dark red is high values).
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Figure 2: Probabilities of correct categorization. The red lines divide the words according
to their actual part-of-speech categories. The color of each square represents the proportion
of iterations in which the pair of words was placed in the same category.
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Because the IRM was finding too many categories, the data were also put into a finite
relational model (FRM), in which the number of categories is specified. When it was specified
as three (the actual number – nouns, determiners, and adjectives), the categories found by
the model did not correspond to the part-of-speech categories (Figure 3). All the determiners
were put into the same category, but this category also contained three of the adjectives. The
nouns were split across two categories, one of which also contained the other three adjectives.
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Figure 3: The grouping with the highest posterior probability found by the FRM with three
categories.
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However, when the model was told that there were four categories, its result aligned fairly
closely with the part-of-speech categories (Figure 4). There was one category consisting of
all and only the determiners. Another category contained all of the adjectives plus two
nouns (“baby” and “kitty,” both of which can often precede other nouns as modifiers). The
remaining nouns were divided into two categories.

bigne
wre

d
ba

by
go

odnic
e
kit

ty
litt

lecu
p lotwayba

ll
do

or
ha

nd
he

ad
ch

air
flo

or

m
ou

th
ta

ble
wat

er

co
ok

ie

m
inu

te a
m

y
his th

e
yo

ur bitbo
x
bo

y
ca

r
ca

t
do

g
bo

ok
du

ck gir
l
ha

ir

na
m

e
no

se

bu
nn

y

ho
us

e

do
g−

DIM

pic
tu

re

big
new
red

baby
good
nice
kitty
little
cup
lot

way
ball

door
hand
head
chair
floor

mouth
table

water
cookie
minute

a
my
his
the

your
bit

box
boy
car
cat

dog
book
duck

girl
hair

name
nose

bunny
house

dog−DIM
picture

Figure 4: The grouping with the highest posterior probability found by the FRM with four
categories.
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Discussion

The IRM did not infer part-of-speech categories from the distributional data. This is perhaps
not surprising, because even if different words that are the same part of speech can all
theoretically occur in the same positions, where they actually do occur is strongly affected
by their meanings, as shown by the categories that the IRM did group the words into. The
FRM was able to find a determiner category, but only when it was told there were four
categories instead of three. This suggests that (in this data set) determiners do have similar
enough distributions to be grouped together, but not enough to be established as a unique
category without providing further information.

In addition to not considering the meanings of the words, the data were in several ways
not representative of the actual input. For one thing, the relation was only on pairs of
adjacent words, which is not always indicative of syntactic structure even among just these
three parts of speech. The format of the data also did not take into account that occurrences
of any individual word might not be the same type of usage, information which a learner could
infer from knowledge about the semantics or prosody without any syntactic representation.
For example, the word “bit” often occurs after “little” (in which case it is probably a noun)
but it also occurs after “doggie” (in which case it is probably a verb). And there was no
consideration of pauses in speech (which could signal phrase boundaries within utterances)
or disfluencies (such as repetitions of the same word, or use of “a” as a filler syllable).

The results of this investigation do not provide strong evidence either way in terms of
the learnability of the determiner category. Interesting extensions of the present work would
be to include more specific relations in the model, such as semantic features and additional
information about word order.
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